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Abstract. Delayed Detached-Eddy Simulation (DDES) is a hybrid Reynolds-Averaged Navier Stokes/Large
Eddy Simulation (RANS/LES) model similar to Detached-Eddy Simulation (DES) but with some mod-
ifications to reduce the influences of ambiguous grid densities in the numerical results. This model was
implemented in CDP, a parallel unstructured grid incompressible flow solver, developed at the Center for
Integrated Turbulence Simulations (CITS) at Stanford University. CDP has the advantage of being nearly
energy conserving. Several simulations and validations of static cases in a modified NACA 4415 were
performed. Implementation/validation of two different synthetic jet models (detail and Reynolds stress
based) are presented. The detail model resolved the synthetic jet dynamics in time while the Reynolds
stress model tries to capture the major effects that the synthetic jet induces in the flow. The Reynolds-
stress synthetic jet model is based on experimental Particle Image Velocimeter (PIV) data and also on
numerical data from the detail model. Numerical results show the effects of the actuators on the vortical
structure of the flow, as well as on the aerodynamic properties.
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1 INTRODUCTION

Flow control is simply a process to change the behavior of a flow field to meet some objec-
tive. A variety of methods can be used to achieve different effects such as : delay or advance
transition, prevent or provoke separation; or suppress or enhance turbulence. Example of objec-
tives could be drag reduction, lift enhancement, mixing improvement, noise suppression, among
others. This paper presents a computational study of active flow control of a NACA4415 airfoil
using synthetic jet actuators for lift and moment control.

Originally introduced by Ingard (1953) for acoustic problems, a synthetic jet actuator is a
device that alternatively injects and removes fluid through a small orifice at a given frequency,
so that the net mass addition to the flow is zero but its net momentum flux is not zero. It
consists of an oscillating diaphragm driven by piezoelectric element and located in an small
cavity. Synthetic jets actuators have been used in a variety of flow control applications such as
separation control, control of jets, small scale control of turbulence and flight control dynamics
of aircrafts since 1998 (Smith and Glezer, 1998; Parekh et al., 2003; Brzozowski and A.Glezer,
2006). DeSalvo and Glezer (2004) at Georgia Tech have shown that synthetic jet actuators are
an effective way to enhance the lift and modify the moments of wings and airfoils. Effective
control has been achieved with actuation frequencies an order of magnitude larger than the
natural shedding frequency of the body (Amitay et al., 2001).

The simulation and modeling of synthetic jet actuators is a very active research field in the
CFD community (Rumsey, 2008; Holman et al., 2005). These researches have shown that the
success in the simulation of a synthetic jet depends on different factors such as: turbulent model,
synthetic jet model and boundary conditions. It is also clear that one of the most important chal-
lenges that the simulation of synthetic jet has is the wide range of scales (spatial and temporal)
that need to be resolved in this kind of problems. Despite of these challenges, numerical sim-
ulations tools have been used extensively for flow control problems with synthetic jets (Huang
et al., 2004; Vadillo and Agarwal, 2006; Gross and Fasel, 2008). One important aspect in the
simulation of turbulent flows is the numerical conservation of kinetic energy. Morishini et al.
(1998) showed that the energy balance in turbulence and in LES models is rather delicate, so that
numerics that interfere with the energy balance will yield incorrect results Reliable turbulence
simulations for incompressible flows requires the use of numerical methods which retain the
energy conservation characteristics of the convective and pressure terms of the Navier-Stokes
equations. The development of LES and hybrid RANS-LES models allow simulation of the
complex unsteady flow around an airfoil and can capture vortical structures over a wide range
of turbulent scales. The Delayed Detached Eddy Simulation (DDES) model (Spalart et al.,
2006) was selected as the hybrid RANS/LES model to be implemented on the CFD code.

This research is part of the AVOCET (Adaptive VOrticity Control Enabled flighT) project1.
AVOCET is sponsored by the Air Force Office of Scientific Research (AFOSR) under the Multi-
disciplinary University Research Initiative (MURI). The main objective of the AVOCET project
is to design and build closed-loop flow control with synthetic jet actuators for small scale Un-
manned Aerial Vehicles (UAVs). Experimental and theoretical approaches are necessary to
achieve this objective. Wind tunnel and flight experiments will provide the dynamic evolution
of the forces and moments during dynamic tests with and without controlled actuation. This ex-
perimental part is being pursued at Georgia Tech. The theoretical part will support the design of
the controller, sensor placement and provide details of the flow dynamics. Two different theo-
retical models will be developed: a low-order model based on vortex dynamics and a high-order

1http://www.avocet.gatech.edu/
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CFD model, this paper is focused on the latter.
This paper is organized as follows: Section 2 describes the CFD code and the turbulent

model used in this research. Section 3 explains the process of grid generation and the boundary
conditions used in the computational model. In section 4, two different synthetic jet models
are covered (detail and Reynolds stress models). Finally, section 5 shows the validation and
discussion of the numerical results.

2 CFD CODE AND TURBULENT MODEL

2.1 CFD code (CDP)

As was mentioned in the introduction, the numerical conservation of kinetic energy plays an
important role in the simulation of turbulent flows. This is one of the reasons, the unstructured
grid incompressible flow solver CDP 2 was selected as the basic CFD tool in this research.
CDP was developed at the Center for Integrated Turbulence Simulations (CITS) at Stanford
University. CDP has been widely used in a variety of fluid flow problems and is one of the state
of the art unstructured LES codes (Moin and Apte, 2004). Using CDP has several advantages
such as:

• It is a nearly energy conserving solver

• It can be run as an standard LES code

• It is a parallel code that can be compile and execute in clusters and supercomputers show-
ing good scalability up to thousands of CPUs

• It can handle hybrid meshes that can be partitioned with the standard ParMETIS library
(Karypis and Kumar, 1997).

CDP uses a finite volume formulation of the Navier-Stokes equation. In this formulation,
field variables such as velocity, pressure and scalars are cell centered associated while the
normal velocity on the faces is face centered associated. CDP is based on the fractional-step
method. In the first step, the cell centered velocity is predicted using the gradient of pressure
from the previous time step. Then, the normal velocity is computed based on a simple inter-
polation of the predicted cell centered velocity. A Poisson equation for the pressure is solved
using an Algebraic MultriGrid (AMG) Solver (this solver uses the Hypre library)3. Finally,
the velocity is corrected based on the pressure field of the previous step. More details of the
numerical method used on CDP can be found in Mahesh et al. (2004) and Iaccarino and Ham
(2005)

2.2 Delayed Detached Eddy Simulation model (DDES)

In its standard implementation, DDES is based on the Spalart-Allmaras (SA) one-equation
turbulence model. DDES is a modification of the Detached Eddy Simulation (DES) model
(Spalart et al., 1998) to improve its performance in thick boundary layers and shallow separa-
tion regions. According to Spalart et al. (2006), for ”ambiguous” grids DES shows premature
transition between RANS and LES mode leading to artificial separation also known as Grid
Induced Separation (GIS).

2http://www.stanford.edu/group/cits/research/combustor/cdp.html
3https://computation.llnl.gov/casc/linear solvers/sls hypre.html
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Equation 1 shows the SA equation which is a convective-diffusive equation with some source
terms to control the generation and destruction of the model variable ν̃.
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The first term on the right hand side of the SA equation is a production term, the second one
is diffusive term and the last one is a destruction term. ν̃ and the eddy viscosity (νt) are related
by νt = fv1ν̃ where fv1 is given by equation 2.

fv1 =
χ3

χ3 + c3
v1

(2)

In equation 2, χ is the ratio of the model variable and the molecular viscosity i.e. χ ≡ ν̃
ν
.

Equation 3 shows some relations needed to describe the production term of the SA equation.

S̃ ≡ S +
ν̃

κ2d2
fv2

(3)

fv2 = 1− χ

1 + χfv1

In equation 3, S is the magnitude of the vorticity or the strain rate and d represents the
distance to the wall. Equation 4 shows some relations needed to describe the destruction term
of the SA equation.
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r ≡ ν̃

S̃κ2d2

Finally to complete the SA model several constants that appear in equations 2 - 4 must be
defined. These constants are: κ = 0.21, σ = 2/3, cb1 = 0.1355, cb2 = 0.622, cv1 = 7.1,
cv2 = 5, cw1 = cb1/κ

2 + (1 + cb2)/σ, cw2 = 0.3 and cw3 = 2
The DDES model is obtained by modifying the length scale in the SA model to be propor-

tional to the grid size far from the wall (like LES), while remaining proportional to wall-distance
near the wall. This is achieved by redefining d as it is shown in equation 5.

d̃ = d− fd max(0, d− CDES∆)

fd = 1− tanh (8rd)
3 (5)

rd =
ν̃ + ν√

Ui,jUi,jκ2d2

In equation 5, ∆ represents a characteristic grid size that, according to Travin et al. (1999),
is normally defined as the diameter of the grid cell divided by

√
3. CDES is a constant that is

equal to 0.65 for homogeneous turbulence (Shur et al., 1999).
Several requirements had to be addressed in the implementation of DDES in the CDP code:
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• The discretization of the convective and diffusive terms of the SA equation (equation 1)
was done as it is described by Zwart (1999).

• The destruction and generation terms of the SA equation are treated as sources.

• The SA equation is solved before the first step of the fractional step method.

• One important characteristic of the discretization of the SA equation is its positivity i.e.
the numerical scheme must ensure that ν̃ is positive everywhere and at every time step
(Spalart and Allmaras, 1994; Lorin et al., 2006). A non-positive ν̃ not only represents a
non-physical situation but also represents stability problems in the numerical scheme. A
forward Euler scheme was used to preserve the positivity of the SA equation, similar time
marching scheme for the SA equation has been used in other studies (Terzi et al., 2006;
Spalart and Allmaras, 1994).

• Another important change of the original SA equation to preserve the positivity of ν̃ is a
new definition of S̃ (Squires et al., 2002; Deck et al., 2002). This modification consists
of replacing equation 3 by equation 6

S̃ ≡ fv3S +
ν̃

κ2d2
fv2

fv2 =

(
1 +

χ

cv2

)−3

(6)

fv3 =
(1 + χfv1)(1− fv2)

χ

• The non symmetric sparse matrix that is obtained from the discretization of the SA equa-
tion is solved via a BiConjugate Gradient Stabilized (Bi-CGSTAB) solver.

• A limiting algorithm had to be implemented to help preserve the positivity of ν̃. This
limiting algorithm consists of modifying the coefficients of the interpolation used in the
discretization of the convective term of the SA equation. First, the algorithm identifies
those cells in which ν̃ < 0. Then, the interpolation scheme is modified so that a fully
upwind formulation is used on those problematic cells. This approach locally increases
the numerical diffusion and it ensures the diagonal dominance of the matrix that goes into
the BiCGSTAB solver.

Results from early test of the model showed high values of the eddy viscosity in the wake
and in the separation region. Basically, the model was behaving as RANS in these regions. This
observation has been reported previously in the DDES model by Deck (2008) and it is related to
a slow transition from RANS to LES mode due to a extended grey-area, leading to a delay in the
development of instabilities. A modification suggested by Breuer et al. (2003) was implemented
to address this problem. This modification is achieved by postulating an equilibrium between
the production and destruction of ν̃ in the LES region, leading to the requirement that fv1 = 1,
fv2 = 0 and fw = 1 which is enforced in the wake far from the body. This approach is also
known as Zonal DES and it was introduced by Deck (2005). Figure 1 shows on the left the eddy
viscosity field without the modification and on the right with the implemented modification. A
reduction of the magnitude of the eddy viscosity is observed in the wake and also more vorticity
breakdown.
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Figure 1: Eddy viscosity field at angle of attack of 30◦ and Re = 5.7× 105.

3 GRID GENERATION

The experimental set-up of Dr Glezer’s lab at Georgia Tech was taken as baseline and it
consists of a 18-in-chord modified NACA4415 with two tangential actuators mounted near the
trailing edge, one in the pressure side (PS) and one in the suction side (SS). These actuators
have a characteristic height of 0.017c and an effective jet outlet of 0.4 mm i.e. 8.5 × 10−4c.
These actuators are designed to affect the total circulation and to create a coanda effect near the
trailing edge of the modified airfoil.

One important requirement for the DDES model is an appropriate mesh. The mesh plays
an important role in the performance of the DDES model (Spalart, 2001). Basically, the char-
acteristic mesh size determines the transition between the RANS and the LES zones and the
size of the gray region. In order to satisfied these requirements a hybrid mesh was designed.
This hybrid mesh allows a structured grid close to the airfoil surface (RANS region) and an
unstructured grid on the rest of the domain(LES and Euler regions). The Reynolds number in
the simulations is close to 1×106 so a grid spacing of O(1×10−5c) was chosen in the direction
normal to the wall so that the y+ of the first grid point is of order 1.5. Along the surface of
the airfoil 150 grid points were used. These grid points were clustered towards the leading and
the trailing edges giving a grid spacing of O(1 × 10−2c) to O(1 × 10−3c). The domain is one
chord length in the spanwise direction. Since ∆o (characteristic mesh size in the LES region)
was chosen equal to 0.02c then fifty grid points were used in the span direction in order to pro-
duce an isotropic mesh in the LES region. Gridgen 4 is a commercial software that was used
in the grid generation. Figure 2 shows the mesh created for this project, it contains around 1
million nodes. The different regions (RANS, LES, departure and Euler) that form the domain
can be observed. Figure 3 shows the detail of the mesh in the RANS region; it also shows the
transition between the structured and the unstructured grid zones. Figure 4 shows some details
of the modified NACA4415 airfoil used in the experiments and it also shows the details of the
modified mesh close to the airfoil surface to match this new geometry.

4 SYNTHETIC JET MODEL

Several models can be applied in the simulation of synthetic jets: reduced-order models, de-
tail models or a simple boundary condition. According to Touber and Moser (2006) a vortex
based reduced-order model a of a synthetic jet could represent the behavior of the jet very well,
and that such a model could be coupled in to an Eulerian CFD code. Another possible reduced-
order model is a Lumped Element Model (LEM) (Gallas et al., 2003) but the performance of

4http://www.pointwise.com/gridgen/
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Figure 2: Mesh

these reduced-order models for a tangential jet would be highly dependent on modeling the
interaction with the wall and with the cross flow, which would be more difficult. According
to Mittal and Cattafesta (2008) it is also clear that using only a boundary condition at the syn-
thetic jet outlet without resolving the cavity is not accurate enough. Two different models were
used: a detail time-resolved synthetic jet model and a synthetic jet model based on an empirical
Reynolds stress field induced by the actuator.

4.1 Detail model

This model consists on resolving the spatial and temporal detail of the synthetic jet. Figure
5 shows the cavity of the synthetic jet and the mesh used. This geometry was created as similar
as possible to the actual cavity in the experimental set-up. In order to simulate the diaphragm
oscillation a specified normal velocity is imposed on the lower boundary of the cavity (see
Figure 5). Frequency and amplitude of this Dirichlet boundary condition will determine the
momentum coefficient Cµ of the synthetic jet at the outlet. The momentum coefficient is defined
as the ratio of jet momentum to free-stream momentum. The jet momentum can be defined using
the peak velocity or the RMS velocity of the jet. In this case the RMS velocity was used i.e:
Cµ ≡ U2

rmsAjet

0.5U2
∞A

.

4.2 Reynolds Stress Synthetic Jet (RSSJ) model

This model is based on the fact that the actuation frequencies are high compared to relevant
flow time-scales. As was mentioned in the introduction, in order to achieve effective flow
control the difference between the characteristic flow frequency and the actuation frequency
must be about one order of magnitude. From experimental PIV data two major effects are
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Figure 3: Detail of the mesh close to the airfoil

observed when the synthetic jet is active. First, a momentum flux in the synthetic jet outlet and
second a modified Reynolds stress field. Experimental observations also suggest that the former
effect is weaker, so the synthetic jet model implemented consists of a parameterized Reynolds
stress field arising from the jet. Figure 6 shows a comparison between the experimental and the
computational simulation of the averaged difference of the u’u’ Reynolds stress component. In
Figure 6, negative indicates that when the actuator is on the u’u’ component decreases while
positive indicates that this variable increases. It is clear that the effects close to the synthetic
jet outlet are negligible in comparison with the effect on the far field. The divergence of the
idealized Reynolds stress field was introduced as a momentum source in the Navier-Stokes
solver to determine if this synthetic jet characterization was able to produce observed actuator
effects.

5 NUMERICAL RESULTS

5.1 Validation of unactuated cases

Several static cases of the modified NACA4415 without the synthetic jets activated were
performed. For these simulations the Reynolds number was fixed at 9 × 105 and the angle
of attack (AoA) was changed from 0◦ up to 15◦. Figure 7 shows a comparison between the
experiments and the computational simulation of the time averaged spanwise vorticity for an
AoA of 0◦. Good agreement is observed, not only in the magnitude of the vorticity but also in
the shape of the vortical structures. Figure 8 shows the instantaneous eddy viscosity field and
vorticity field for an AoA of 0◦. It is clear that there is a vortex street in the wake in which the
distance between vortical structures is about x

c
= 0.28. The Strouhal number based on the chord

for this simulation is about 3.6. Experimental results show a Strouhal number of approximately
3.8 (Brzozowski et al., 2008).

Figure 9 shows the result of the drag and lift coefficients for these simulations. Since com-
putational results assume infinite aspect ratio and free boundary conditions, experimental data
had to be corrected for these effects before comparison to the simulations. This correction takes

O.D. LOPEZ, R. MOSER3232
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Figure 4: Modified NACA4415

in account the solid and wake blockage, wall effects and infinite aspect ratio. The correction
procedure was based on the methodology proposed by Barrow et al. (1999) and Jacobs and
Anderson (1931).

5.2 Validation of actuated cases

5.2.1 Detail model

Figure 10 shows the time averaged vorticity field close to the suction side actuator, on the
left no actuation on the right actuator active. The actuation Strouhal number based on the chord
(Sact = factc

U∞
) used in that simulation was 31.24 (corresponds to 2050 Hz in the experimental

set-up at Georgia Tech). The amplitude of the velocity in the Dirichlet boundary condition was
0.014U∞. This amplitude yields a Cµ on the synthetic jet outlet of O(1e−3). The time stepping
in this model is limited by the actuation frequency, in this case a time step of 3× 10−4 c

U∞
was

used in order to get about 100 steps per actuation cycle.
Figure 11 shows the effects of the actuator on the moment coefficient (Cm) measured at

0.25c for an AoA of 0◦ . The actuator is active after tU∞
c

= 7.5. It is clear that when the suction
side (SS) actuator is active there is an increment in the pitch down moment, while there is a
reduction of the pitch down moment when the pressure side (PS) actuator is active. Figure 12
shows the effects of the actuator on the lift coefficient (Cl) for the same simulation, when the
SS actuator is active there is a reduction of the lift coefficient, while there is an increment of the
lift coefficient when the PS actuator is active. For this simulation (Re = 9×105 and AoA = 0◦)
the increment in the Cm due to the SS actuator is about 0.015 while the reduction in Cl is about
0.07 i.e ∆Cl ≈ 5∆Cm.

The effectiveness of the actuator is measured by computing the increment or reduction of
the the aerodynamic properties of the airfoil, in special the moment and lift coefficient. ∆Cm

measures the change in moment coefficient while ∆Cl measures the change in lift coefficient.
Figures 13 and 14 show the effectiveness of the actuator (computational and experimental) in
the range of−2◦ to 10◦ with the actuator at full actuation strength 5. These figures show that the
behavior observed at AoA = 0◦ is similar to the other angles in the range of study. According to

5Full actuation is defined by the maximum experimental voltage that could be applied to the piezoelectric
elements of the synthetic jet and that produce an RMS velocity at the synthetic jet outlet of about 40m

s
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Figure 5: Geometry of the synthetic jet cavity with mesh and detail of the boundary condition

Brzozowski et al. (2008), the trends in those figures is consistent with the increase and decrease
in circulation close to the trailing edge of the airfoil due to the trapping of clockwise (SS)
and counterclockwise (PS) vorticity. This trapped vorticity leads to a variation in the kutta
condition of the airfoil and therefore in its aerodynamic properties. The difference in the slope
of the curves (between computational and experimental results) has not been determined yet.
Two possible causes of this difference could be: three dimensional effect in the actuators (due
to its design) or the behavior of the turbulent model in the region close to the synthetic jet outlet
and in the coanda part of the actuator.

Figure 15 shows the variation of the time-averaged pressure coefficient (Cp) along the airfoil.
It is noticed the influence of the actuators in the pressure distribution especially at the trailing
edge. The increment of Cp, for both the SS and PS actuators, at x

c
= 0.95 (position of the

actuators) is about 0.6 with respect to the unactuated case. Similar results were reported by
DeSalvo and Glezer (2007) with the same actuators (using the same momentum coefficient) but
in a different airfoil. It is clear that that reduction of the pressure is associated with the trapped
vorticity and with a flow acceleration close to the trailing edge. This figure also shows the
way the kutta condition of the airfoil is manipulated by the actuators, leading to a change in the
aerodynamic properties of the airfoil. Table 1 shows the pressure coefficient (computational and
experimental) at different locations along the airfoil. Despite of some differences between the
computational and experimental results especially in the SS location, the simulations capture
the correct effect of the actuators on the pressure distribution.

Figure 16 shows the evolution of the vorticity and vector field in one actuation cycle. The
cycle starts with the outstroke motion of the membrane (Figure 16a). In this stage the fluid is
sucked into the actuator’s cavity, it is shown that as this is happening a clockwise (CW) vortex
is formed over the synthetic jet outlet. The size and strength of the vortex increases as the

O.D. LOPEZ, R. MOSER3234
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Figure 6: Averaged difference of the u’u’ Reynolds stress component

Figure 7: Averaged spanwise vorticity modified NACA4415 at AoA = 0◦

outstroke finishes as it is shown in Figure 16b. The instroke starts in Figure 16c, at this moment
the fluid that is blown out of the cavity interacts with the CW vortex and detached it. As the
instroke continues a counterclockwise (CCW) vortex (Figure 16d) is created at the synthetic
jet outlet. This CCW vortex is smaller and weaker than the CW vortex of the outstroke phase.
Figure 16e shows the end of the instroke phase, were the CCW detaches from the actuator due
to the cross flow. Both CW and CCW interact with the wall vorticity and with the shear layer
as they are convected downstream. Figure 16f shows the beginning of the outstroke stage, in
which the CW vortex starts. Finally, the cycle is completed as it is shown in Figure 16g.

Figure 17 shows the time averaged vorticity field in the near wake for the unactuated (center),

x
c

= 0.22 (SS) x
c

= 0.24 (PS) TE
Experimental (no act) -0.68 -0.18 -0.09

Computational (no act) -0.80 -0.16 -0.12
Experimental (SS act) -0.75 -0.16 -0.02

Computational (SS act) -0.84 -0.14 -0.08
Experimental (PS act) -0.62 -0.21 -0.07

Computational (PS act) -0.75 -0.19 -0.05

Table 1: Cp at different locations
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Figure 8: Eddy viscosity (top) and vorticity field (bottom) at Re = 9× 105 and AoA = 0◦

Figure 9: Drag (left) and lift (right) coefficients for the modified NACA4415.

SS actuated (left) and PS actuated (right) cases. In general, it is appreciated that the ”symme-
try” of the vorticity field in the near wake, in especial in the coanda part of the actuator, is lost.
For the SS actuation, it is clear that the near wake shows a downwash in comparison to the
unactuated case. This observation is consistent with the experimental results achieved by Muse
et al. (2008). The CW vortical structure is thinner and shorter, while the CCW vortex keeps
its topology. For the PS case the near wake shows an upwash, this has been also observed in
previous experimental work by Muse et al. (2008). It is also shown that both vortical structures
are affected by the PS actuation, they seem thinner and longer than the unactuated case. The
effect of the actuators in the wake is more dramatic in the instantaneous vorticity fields. Figure
18 shows the instantaneous vorticity field of the wake for the unactuated (center), SS actuated
(left) and PS actuated (right) cases. As discussed in section 5.1, a vortex street is observed
for the unactuated case with a shedding frequency of 3.6. For the SS actuation the shedding
frequency is affected by the actuation frequency. It is clear that the new shedding frequency
is about 6 , the vortices are smaller and the wake is thinner. On the other hand the effect of
the PS actuation brings a different effect on the wake, it reduces the vortex shedding substan-

O.D. LOPEZ, R. MOSER3236
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Figure 10: Vorticity field with synthetic jet actuator

tially. A stabilization of the wake is observed after 8 convective time units after the actuation
started. This stabilization of the wake has not been corroborated with experiments, nevertheless
attenuation of vortex shedding with high frequency actuation has also been observed in other
experimental studies. According to Glezer et al. (2005) and Vukasinovic and Glezer (2007) the
high frequency actuation increases the dissipation and reduces the turbulent kinetic energy in
the wake. This reduction of TKE has been also observed in the experimental setup at Georgia
Tech.

5.2.2 RSSJ model

Figure 19 shows a comparison between the experiments and the simulation of the time av-
eraged vorticity field when the actuator is active. One major observed effect is the bending of
the vorticity field towards the airfoil surface, this effect is associated with lift enhancement in
both experimental and computational results. On the other hand there are two major differences
between this two results: First there is a bigger recirculation region in the computational result
that is not clearly shown in the experimental PIV data and second there is a stronger vorticity
magnitude close to the wall that does not occur in the experimental data. Time stepping in this
simulation is limited by stability conditions. In this simulation a time step of 1 × 10−3 c

U∞
was

used, so for a given Reynolds number and mesh this model requires a time step about one order
of magnitude smaller than the detail one.

6 CONCLUSIONS

A computational study of an airfoil (modified NACA4415) with synthetic jet control was pre-
sented. For this purpose, an implementation of the Delayed detached eddy simulation (DDES)
turbulent model in a nearly kinetic energy conserving code was required. Two different syn-
thetic jet models were presented: detail and Reynolds stress model. Numerical results demon-
strated the effects of the synthetic jets in the flow (specially in the trapped vorticity) and in the
aerodynamic properties of the airfoil.

DDES performance in the CDP code is satisfactory as it is shown in the validation of unactu-
ated cases. One of the hardest properties of discretization of the SA equation is the preservation
of its positivity, especially in unstructured grids. The preservation of the positivity of the SA
equation depends on different factors such as: time discretization, numerical solver and type
of grid used. On the other hand, one advantage of using DDES on an standard LES as CDP
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Figure 11: Moment coefficient as a function of time. SS(blue) PS(red)

is the wall treatment, rather than to implement an LES based wall treatment, the RANS model
captures the physics of the flow close to the wall. In practice, correct results from DDES can be
obtain by switching to Zonal DES (ZDES) or to Extended DDES (EDDES).

Results from the detail model show the effects of the actuator on the aerodynamic properties
of the airfoil (in special Cl and Cm). Full actuation of the SS actuator increases the pitch down
moment and reduces the lift force, while the PS actuator reduces the pitch down moment and
increases the lift force. These observations are explained by the effect of the trapped vorticity
concentration on the kutta condition of the airfoil. Trapped vorticity close to the trailing edge of
the actuator affects the pressure distribution along the airfoil, this change in the Cp allows the
manipulation of the kutta condition and the aerodynamic properties of the airfoil. One relevant
observation is the effect of the actuators on the vorticity field, especially in the wake. Instanta-
neous vorticity field close to the synthetic jet outlet show a pair of counter-rotating vortex that
are created in each actuation cycle and advected downstream by the cross flow. This vortices
interact with the cross flow vorticity and with the near wall vorticity as well. This periodic
injection of vorticity in the flow brings time averaged modifications on the vorticity field in the
wake. In the near wake it is observed that the SS actuation downwashes the near wake (close to
the trailing edge) while the PS actuation upwashes the near wake in comparison with the unac-
tuated case. Both actuation affects the topology of the vortical structures observed in the time
averaged vorticity field. The instantaneous vorticity field in the far wake showed two different
effects for the PS and the SS actuation. While the PS actuation attenuates the vortex shedding
and stabilizes the wake, the SS actuation increases the vortex shedding frequency. These obser-
vations have not been corroborated experimentally but some previous research shows similar
results in the reduction of the vortex shedding frequency of bluff bodies.

Two possible causes of the difference between the numerical and experimental results in the

O.D. LOPEZ, R. MOSER3238

Copyright © 2008 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar



Figure 12: Lift coefficient as a function of time. SS(blue) PS(red)

effectiveness of the actuator at higher AoA could be: three dimensional effect in the actuators
(due to its design) or the behavior of the turbulent model in the region close to the synthetic jet
outlet and in the coanda part of the actuator. Current research is focused towards the 3D effect
of the actuator ends and also in the implementation of the Extended DDES model to improve
the turbulent model behavior especially in the coanda part of the actuator and in the synthetic
jet outlet.

While the RSSJ model reduces the complexity of the simulation (geometry and boundary
conditions) in comparison with the detail model, it just captures the average behavior of the
synthetic jet. The detail model fully captures the dynamics of the synthetic jet actuator but
it increases the complexity of the simulation due to the cavity geometry and extra boundary
conditions. The most important advantage of using the RSSJ model instead of the detail model
is that for a given mesh it reduces the time step about one order of magnitude. This observation
is consistent with the fact that the time stepping in the detail model is limited by the synthetic
jet frequency while the time stepping in the RSSJ model is limited by stability/accuracy of the
numerics. RSSJ result seems promising and future work includes the characterization the effects
of the jet strength and external parameters such as free stream velocity and angle of attack.
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Figure 13: Lift coefficient as a function of AoA. (SS exp − PS exp− SS comp ◦ PS comp +)

Figure 14: Moment coefficient as a function of AoA. (SS exp − PS exp− SS comp ◦ PS comp +)

O.D. LOPEZ, R. MOSER3240

Copyright © 2008 Asociación Argentina de Mecánica Computacional http://www.amcaonline.org.ar



Figure 15: Pressure coefficient at AoA = 0◦ . (SS − PS − no act −)
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Figure 16: Evolution of the vorticity and vector field close to the synthetic jet outlet
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Figure 17: Time averaged vorticity field in the near wake (AoA = 0◦). SS actuation (left), no actuation (center)
and PS actuation (right)

Figure 18: Instantaneous vorticity field in the wake (AoA = 0◦). SS actuation (left), no actuation (center) and PS
actuation (right)

Figure 19: Averaged vorticity field with the actuator on (RSSJ model).
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